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Abstract— We organized a data mining challenge on “active
learning” for IJJCNN/WCCI 2010, addressing machine learning
problems where labeling data is expensive, but large amounts of
unlabeled data are available at low cost. Examples include hand-
writing and speech recognition, document classification, vision
tasks, drug design using recombinant molecules and protein
engineering. Such problems might be tackled from different
angles: learning from unlabeled data or active learning. In the
former case, the algorithms must satisfy themselves with the
limited amount of labeled data and capitalize on the unlabeled
data with semi-supervised learning methods. Several challenges
have addressed this problem in the past. In the latter case,
the algorithms may place a limited number of queries to get
new sample labels. The goal in that case is to optimize the
queries and the problem is referred to as active learning.
While the problem of active learning is of great importance,
organizing a challenge in that area is non trivial. This is the
problem we have addressed, and we describe our approach
in this paper. The ‘active learning” challenge is part of the
WCCI 2010 competition program (http://www.wcci2010.
org/competition-program). The website of the challenge
remains open for submission of new methods beyond the
termination of the challenge as a resource for students and
researchers (http://clopinet.com/al).

I. INTRODUCTION

Much of the research on machine learning and data
mining has so far concentrated on analyzing data that has
already been collected, rather than on the collection of data.
While experimental design is a well-developed discipline
of statistics, data collection practitioners often neglect to
apply such principled methods. As a result, data collected
and made available to data analysts, in charge of explaining
them and building predictive models, are not always of
good quality and are often plagued by experimental artifacts.
In reaction to this situation, some researchers in machine
learning and data mining have started to become interested in
experimental design to close the gap between data acquisition
and experimentation and model building. This has given rise
to the discipline of active learning.

From our perspective, to build good models, we need
good data. However, collecting good data comes at a price.
Experiments are usually expensive to perform and some-
times unethical or in more extreme cases impossible, while
observational data are often available in abundance at a
low cost. Practitioners must identify strategies for collecting
data, which are both feasible and cost effective, resulting
in the best possible models at the lowest possible cost.
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Hence, both efficiency and efficacy are important criteria in
these evaluations. The setup of the active learning challenge
considers sampling as the only intervention available to the
data analyst or the learning machine, who may only place
queries on the target values (labels).

In this challenge, we proposed several tasks involving
pool-based active learning, where large unlabeled datasets are
available from the outset of the challenge and the participants
can place queries to acquire data for some amount of virtual
cash. The participants were required to return prediction
values for all the labels every time they purchased new
labels. This allowed us to draw learning curves of prediction
performance vs. the amount of virtual cash spent. The partic-
ipants were judged according to the area under the learning
curves, forcing them to optimize both efficacy (obtaining
good predictive performance) and efficiency (spending little
virtual cash).

The challenge consisted of 2 phases: a development phase
(Dec. 1, 2009 - Jan. 31, 2010) during which the participants
developed and tuned their algorithms using six development
datasets and a final test phase (Feb. 3, 2010 - Mar. 10, 2010).
Over 300 participants registered, downloaded the develop-
ment data, experimented freely or tried making submissions
on the website. The participants then regrouped into 30
teams, each of 1 to 20 members, which were manually
verified. The teams competed for prizes on six new datasets
provided for the final test phase. This level of participation is
remarkable for a challenge that requires a deep level of com-
mitment for participation because of specialized nature of the
problem and the iterative submission protocol (participants
must query for labels and make predictions by interacting
with the website).

II. BRIEF OVERVIEW OF ACTIVE LEARNING

Modeling can have a number of objectives, including
understanding or explaining the data, developing scientific
theories, and making predictions. In this challenge we focus
on predictive modeling, in a setup known in machine learning
as “supervised learning”. The goal is to predict an outcome
y given a number of predictor variables x = [z1, Z3, ...%5),
also called features, attributes, or factors. During training,
the model (also called the learning machine) is provided
with example pairs {x,y} (the training examples) with
which to adjust its parameters. After training, the model
is evaluated with new example pairs (the test examples) to
estimate its generalization performance. In our framework,
example pairs can only be obtained at a cost: optimal
data acquisition must compromise between selecting many
informative example pairs and incurring a large expense for
data collection. Typically, either a fixed budget is available



and the generalization performance must be maximized or
the data collection expenses must be minimized to reach or
exceed a given generalization performance. Data pairs {x, y}
are drawn identically and independently from an unknown
distribution P(x,y). In the regular machine learning setting
(passive learning), a batch of training pairs is made readily
available from the outset. In the active learning setting, the
labels y are withheld and can be purchased from an oracle.
The learning machine must select the examples, which look
most promising in improving the predictive power of the
model. There exist several variants of active learning:

« Pool-based active learning: A large pool of examples
of x is made available from the outset of training.

o Stream-based active learning: Examples are made
available continuously.

o De novo query synthesis: The learner can select ar-
bitrary values of x, i.e. use examples not drawn from
P(x).

Other scenarios, not considered here, include cases where
data are not i.i.d.. Such situations occur in time series
prediction, speech processing, unsegmented image analysis,
and document analysis.

Of the variants of active learning considered, pool-based
active learning is of considerable importance in current
applications of machine learning and data mining, because
of the availability of large amounts of unlabeled data in
many domains, including pattern recognition (handwriting,
speech, airborne or satellite images, etc.), text processing
(internet documents, archives), chemo-informatics (untested
molecules from combinatorial chemistry), and marketing
(large customer databases). These are typical examples of
the scenarios we want to study via the organization of this
challenge. Stream-based active learning is also important
when sensor data is continuously available and data cannot
be easily stored. However, it is more difficult to evaluate in
the context of a challenge, so we focus instead purely on
pool-based active learning. Several of the techniques thus
developed may also be applicable to stream-based active
learning. The last type of active learning, “de-novo” query
synthesis, will be addressed in upcoming experimental design
challenges in which we will allow participants to intervene on
x. In this challenge, we limit the actions of the participants
to sampling input space and query for y, we do not allow
interventions on x, such as setting certain values x;.

A number of query strategies with various criteria of
optimality have been devised. Perhaps the simplest and most
commonly used query strategy is uncertainty sampling [1]. In
this framework, an active learner queries the instances that
it can label with least confidence. This of course requires
the use of a model that is capable of assessing prediction
uncertainty, such as a logistic regression model for bi-
nary classification problems. Another general active learning
framework queries the labels of the instances that would
impart the greatest change in the current model (expected
model change), if we knew the labels. Since discriminative
probabilistic models are usually trained with gradient-based

optimization, the “change” imparted can be measured by the
magnitude of the gradient [2]. A more theoretically motivated
query strategy is query-by-committee (QBC) [3]. The QBC
approach involves maintaining a committee of models, which
are all trained on the current set of labeled samples, but
represent competing hypotheses. Each committee member
votes on the labels of query candidates and the query con-
sidered most informative is the one on which they disagree
most. It can be shown that this is the query that poten-
tially gives the largest reduction in the space of hypotheses
(models) consistent with the current training dataset (version
space). A related approach is Bayesian active learning. In
the Bayesian setting, a prior over the space of hypotheses
gets revised into a posterior after seeing the data. Bayesian
active learning algorithms, for instance, Tong and Koller [4]
maximize the expected Kullback-Leibler divergence between
the revised posterior distribution (after learning with the
new queried example) and the current posterior distribution
given the data already seen. Hence this can be seen both
as an extension of the expected model change framework
for a Bayesian committee and a probabilistic reduction of
hypothesis space. A more direct criterion of optimality seeks
queries that are expected to produce the greatest reduction in
generalization error, i.e. the error on data not used for training
drawn from P(x,y) (expected error reduction). Cohn and
collaborators [5] proposed the first statistical analysis of
active learning, demonstrating how to synthesize queries
that minimize the learner’s future error by minimizing its
variance. However, their approach applies only to regression
tasks and synthesizes queries de novo. Another more direct,
but computationally very expensive approach is to tentatively
add to the training set all possible candidate queries with one
of the opposite label and estimate how much generalization
error reduction would result by adding it to the training
set [6]. It has been suggested that uncertainty sampling and
QBC strategies are prone to querying outliers and therefore
are not robust. The information density framework [7] ad-
dresses that problem by considering instances that are not
only uncertain, but representative of the input distribution, to
be the most informative. This last type of approach addresses
the problem of monitoring the trade-off between exploration
and exploitation.

Several authors report that methods like “uncertainty sam-
pling” often yield mediocre results because they stress only
“exploitation”. Conversely, “random sampling” relies only on
“exploration”. Methods compromising between exploration
and exploitation usually perform best. These observations
were confirmed in the challenge, as we will see in section V.
For a more comprehensive survey, see [8].

III. CHALLENGE DATASETS

One of the exciting aspects of the organization of this
challenge has been the abundance of data, which clearly
signals that this problem is ripe for study, and solving it will
have immediate impact. Several practitioners in need of good
active learning methods offered to donate data from their



TABLE I

DEVELOPMENT DATASETS

Dataset Domain Feat. type | Feat. num. | Sparsity | Missing | Pos. Ibls | Tr & Te num.
(%) (%) (%)
ALEX Toy problem binary 11 0 0 72.98 5000
HIVA Chemoinformatics binary 1617 | 90.88 0 3.52 21339
IBN SINA | Handwriting rec. mixed 92 | 80.67 0 37.84 10361
NOVA Text ranking binary 16969 | 99.67 0 28.45 9733
ORANGE | Marketing mixed 230 9.57 65.46 1.78 25000
SYLVA Ecology mixed 216 | 77.88 0 6.15 72626
ZEBRA Embryology continuous 154 0.04 0.0038 4.58 30744
TABLE I
FINAL TEST DATASETS
Dataset Domain Feat. type | Feat. num. | Sparsity | Missing | Pos. Ibls | Tr & Te num.
(%) (%) (%)
Avicenna | Handwriting rec. mixed 92 | 79.02 0 13.35 17535
Banana Marketing mixed 250 | 46.89 25.76 9.14 25000
Chemo Chemoinformatics mixed 851 8.6 0 8.1 25720
Docs Text ranking binary 12000 | 99.67 0 25.52 10000
Embryo | Embryology continuous 154 0.04 0.0004 9.04 32252
Forest Ecology mixed 12 1.02 0 7.58 67628

study domain; we briefly describe these application domains
and then summarize the data statistics.

A. Application Domains

We selected six different application domains, illustrative
of the fields in which active learning is applicable:

Embryology: The problem is to study the development
of living organisms, and in particular vertebrates. Modern
fluorescence techniques allow the tracking of individual
cell divisions and thus trace the development of whole
organisms. One sub-problem is to identify cells that are
initiating division (meiosis). This can be framed as a two-
class classification problem (quiescent vs. dividing). Massive
amounts of unlabeled data are available, but human expert
labeling is very expensive and time consuming. Two model
organisms (the zebrafish and the urchin) are under study as
part of the FP6 Europen Community projects Embryomics
(NEST adventure no. 12916) and BioEmergences (NEST
no. 28809) at the Institute for Complex Systems in Paris
(ISCPIF), France, http://iscpif.fr/tiki-index.php. Emmanuel
Faure of ISCPIF assisted us in preparing data suitable for
the challenge.

Chemoinformatics: Pharmacologists are on a constant
quest for new small molecules, which are active against dis-
ease, yet are non-toxic. Screening large libraries of molecules
in living organisms or even in-vitro is very costly. Hence,
anything that can be done to prioritize experiments cuts
down drug development costs. Chemoinformatics tackles
the problem by applying machine learning techniques to
molecular descriptors computed from a three dimensional
description of the molecules and used to predict activity

or toxicity. For example, a descriptor may be the number
of carbon atoms, the presence of an aliphatic cycle, the
length of the longest saturated chain, etc. A few examples of
molecules having actually been tested in vitro are available
for training and more real experimentation may be conducted
(at additional expense). Large datasets are available for
identifying compounds active against the HIV virus, tuber-
culosis or other diseases and for assessing the toxicity of ki-
nases from PubChem http://pubchem.ncbi.nlm.nih.gov/. Curt
Breneman, Professor in the Department of Chemistry and
Chemical Biology, Director of Rensselaer Exploratory Center
for Cheminformatics Research, at the Rensselaer Polytechnic
Institute, Troy, New York, and his student Charles Bergeron
generated molecular descriptors for the datasets we have
identified together as most suitable. The data pre-processing
was designed in collaboration with Kristin Bennett, professor
in the Department of Mathematical Science and Department
of Computer Sciences, at the same institute.

Handwriting recognition: Historical archive collections
are difficult to process by traditional Optical Character
Recognition (OCR) methods, due to their historical character
types or due to the fact that the material is handwritten and
use scripts that are no longer in use. There are thousands
of different scripts in use worldwide and large volumes
of scanned documents waiting to be indexed to facilitate
retrieval. Active learning methods would accelerate the im-
provement of handwriting recognizers by making better
use of the time of human experts to label data. Professor
Mohamed Cheriet, Director of Synchromedia, Laboratory
for multimedia communication in telepresence, Ecole de



Technologie Supérieure, University of Quebec, Montreal,
Quebec, Canada, and his students have prepared a large
corpus of historical arabic documents for this challenge.

Text ranking: Internet search engines process billions of
queries daily in order to rank web pages. The ever increasing
number of documents available on the Internet makes this
task ever more difficult. Ranking based on the relevance of
content alone was replaced by a combination of contents
and popularity (using information derived from web links).
Now several dozens of features are commonly used by search
engines. The problem remains of using these features in an
optimal way for predicting the most satisfactory ranking,
given a particular query. Very few labeled data are available
for this task, but millions of documents are available. We
will used Internet documents to illustrate these tasks.

Ecology: The state of the world is constantly monitored
from space via satellite images. Airborne imaging systems
also allow monitoring vegetation and activity. These massive
amounts of data need to be processed automatically to
assist experts in ecology, geography, geology, climatology,
archaeology, and seismology. It is obviously costly to fully
label such data by hand. We used data from the US Forest
service, illustrative of such tasks.

Marketing: Consumers are tired of being constantly bom-
barded with advertisements, most of which are irrelevant to
their needs. Targeted marketing aims at selectively directing
marketing material to customers who are most likely to
respond, by identifying their needs and susceptibility to
advertising. Very few labeled data are available because it is
costly to experiment with marketing strategies and to track
consumer response. But large databases of customers are
available. Vincent Lemaire of Orange, the French Telecom
company, has kindly donated (with Orange’s permission) a
large marketing database, suitable for a challenge on active
learning.

B. Statistics of the datasets

In most past challenges we organized [9-12], we used
the same datasets during the development period and during
the test period. Feed-back on a small “validation set” was
provided during the development period and a larger final
“test set” was reserved for the final evaluation. In the KDD
cup 2009 [13], we explored the idea of having a separate
development “toy” problem and perform the final testing on
a different problem. We find the latter approach more satis-
factory and it lends itself better to this particular challenge.
Hence, we will use two sets of datasets, one for development
and one for the final test. Although they may differ in
feature representation, size and possibly in difficulty, they
are drawn from similar domains to provide consistency: Em-
bryology, chemoinformatics, handwriting recognition, text
ranking, ecology, and marketing.

The statistics for the development datasets are shown in
Table I and those of the final test datasets in Table II. We
added an artificially generated toy dataset ALEX (Active
Learning EXample) to the development datasets, in order to
facilitate testing the sample code provided. The application

domains and statistics on the labels for the final test datasets
were kept confidential during the test phase and were re-
vealed only at the end of the challenge. During the challenge,
the final datasets were known only under their initial letter.
The problems chosen offered a wide range of difficulty
levels, including heterogeneous noisy data (numerical and
categorical variables), missing values, sparse feature repre-
sentation, and unbalanced class distributions. To simplify the
evaluation, we defined a two-class classification problem (bi-
nary labels) for each of these datasets. All datasets were split
into training and test sets of identical sizes. We purposely
chose only datasets with a large number of examples and a
significant fraction of examples of the most depleted class,
to obtain reasonable error bars on the results [14]. A detailed
technical report on the datasets is also available [15].

IV. PROTOCOL AND EVALUATION

The protocol of the challenge was inspired by the previous
competitions we have organized [16] and was designed to
ensure fairness of the evaluation and stimulate participation.
We give a brief synopsis of the rules and describe the
evaluation metrics.

A. Rules

« Goal of the challenge: Given a data matrix of samples
represented as feature vectors (samples in rows and
features in columns), predict an unknown target variable
(label). Initially a single example is labeled (the seed).
The participants must predict all the labels as accurately
as possible, by purchasing as few labels as possible.

o Prizes: To stimulate participation, we offered cash
prizes and travel awards. Details are found on the
website of the challenge.

¢ Schedule: The development period started on Dec. 1,
2009 and ended on Jan. 31, 2010. The final datasets
were made available on Feb. 3, 2010. The challenge
ended on Mar. 10, 2010 (with a one week extension
from the original closing date).

o Challenge protocol: For each dataset, the participants
were allotted a budget of “virtual cash” allowing them
to “purchase” all the training data labels at the price of
1 ECU (experimental cash unit) per label. They made
queries to the server by providing a list of samples for
which they desire to purchase the label. Upon receipt of
the labels, their account of virtual cash was debited. The
participants were free to choose the number of queries
and the number of samples per query. An experiment
terminated when all the budget was spent or the chal-
lenge deadline was reached. To monitor progress, the
participants were asked to provide predictions for all
the labels every time they place a query, including the
known and unknown labels of the training examples and
the labels of the test examples.

« Conditions of participation: Anybody who complied
with the rules of the challenge was welcome to partic-
ipate. There was no requirement to disclose or publish
methods.
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Anonymity: The entrants were required to identify
themselves to the organizers but could remain anony-
mous with respect to the outside world.

Team verification: Towards the end of the develop-
ment phase, the participants registered as teams. Each
participant was allowed to enter only as part of a
single team. The composition of the teams was manually
verified. The team leaders were responsible for the team
members conformance to the rules of the challenge.
Submission method: The method of submission was
by uploading results to the website, following the in-
structions provided.

Ranking: During the development period, the scores
were posted on a leaderboard on the website. The par-
ticipants were allowed to perform multiple experiments
on the same dataset, each time starting again with a
new budget sufficient to purchase all the labels. During
the final test period, no results were displayed until the
challenge was over. Only one experiment per dataset per
team was allowed. Separate rankings were performed
for the various datasets.

Baseline results The organizers uploaded baseline re-
sults to the website under the name*“Reference”. Those
were not taken into account in determination of the
winner of the challenge.

Reproducibility: We forbade acquiring labels under
fake names, by registering multiple times, or exchanging
labels with other participants. Participation was not
conditional on delivering code nor publishing methods.
However, we asked the participants to voluntarily coop-
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Example of learning curves for the toy dataset ALEX.

erate in reproducing their results. This included filling
out a fact sheet about their methods and participating in
post-challenge verification exercises.

For one of the datasets (dataset A), we provided a different
set of target labels to each participant, without letting them
know. In this way, if two teams exchanged labels, their poor
performance should be suspicious. This would alert us, so
that we could proceed with further checks, possibly asking
the participants to provide their code. Our analysis of the
performances on dataset A did not give us reason to suspect
that anyone had cheated (see [17] for details). During the
“verification phase” we asked the participants to redo their
experiments on dataset A, this time providing the same labels
to everyone. Those are the results provided in the result
tables.

B. Evaluation metrics

1) The Area under the ROC Curve (AUC): The objective
of the challenge is to make accurate predictions of the
unknown values of the target variable (label), for the training
examples not yet queried and the test examples. However, for
the sake of simplicity, we ask participants to return prediction
scores for all the samples, in the order of the patterns forming
the data matrix. Prediction scores are not constrained to a
specific range, but larger numerical values indicate higher
confidence in positive class membership.

In many applications, tools producing scores are more
usable than tools producing binary classifications. The par-
ticipants were asked to provide a score (a discriminant
value or a posterior probability P(Y = 1|X)), and were
judged according to the area under the ROC curve (AUC).



The AUC is the area under the curve plotting sensitivity
vs. (1— specificity) when the threshold 6 is varied. We
call “sensitivity” the error rate of the positive class and
“specificity” the error rate of the negative class. The AUC is
a standard metric in classification.

There are several ways of estimating error bars for the
AUC. We used a simple heuristic, which gives us approxi-
mate error bars, and is fast and easy to implement: we find
the point on the AUC curve corresponding to the largest
balanced accuracy BAC = (.5 (sensitivity + specificity). We
then estimate the standard deviation of the BAC as:

0.:1\/p+(1—p+)+p—(1—p—)7 0

2 m4 m_

where m is the number of examples of the positive class,
m_ is the number of examples of the negative class, and
py+ and p_ are the probabilities of error on examples of
the positive and negative class respectively, approximated by
their empirical estimates, the sensitivity and the specificity
[10].

2) Global Score: The Area under the Learning Curve:
The prediction performance is evaluated according to the
Area under the Learning Curve (ALC). A learning curve
plots the Area Under the ROC curve (AUC) (see Section I'V-
B.1) computed on all the samples with unknown labels, as a
function of the number of labels queried (including the seed).
We consider two baseline learning curves:

- The ideal learning curve, obtained when perfect pre-
dictions are made (AUC=1). It goes up vertically then
follows AUC=1 horizontally. It has the maximum area
“Amaz”.

- The “lazy” learning curve, obtained by making random
predictions (expected value of AUC: 0.5). It follows a
straight horizontal line. We call its area “Arand”.

To obtain our ranking score, we normalize the ALC as
follows:

globalscore = (ALC — Arand)/(Amax — Arand)

We show in Figure 1(a), 1(b), and 1(c), learning curves for
the toy example ALEX, obtained using the sample code, after
1, 5, and 13 queries. Each query acquired a different number
of labels. We use a simple active learning strategy called
“uncertainty sampling” (see Section II), with a very simple
linear classifier making independence assumptions between
variables.

We interpolate linearly between points and, for on-going
experiments for which the entire budget has not yet been
spent, we extrapolate the learning curve with a horizontal
line. While participants could use all of their budget at once
to purchase all the labels, a better global score (ALC) would
probably be obtained by making incremental purchases. As
an illustration, we show in Figure 1(d) the learning curve
obtained with such a “passive” learning strategy consisting
in purchasing all the labels at once; then a classifier is trained
to produce prediction results using all the labeled examples.
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Fig. 2. Distribution of results. We show box-whiskers plots for the various
datasets. The red line represents the median, the blue boxes represent the
quartiles, and the whiskers represent the range, excluding some outliers
plotted individually as crosses. (a) Area under the ROC curve for the last
point on the learning curve. (b) Area under the learning curve.

The global score depends on how we scale the x-axis. We
use a logy scaling for all the datasets.

The participants are judged on the normalized ALC (global
score). On-line feed-back on AUC and ALC performance
was provided to the participants on development datasets
only.

V. CHALLENGE RESULTS

It is difficult to make a fair assessment of the results on
development data sets because the participants were allowed
to perform multiple experiments on the same dataset; the
knowledge of the labels obtained in previous experiments
may have implicitly or explicitly be used in new experiments.
Hence we report only results obtained on the final test sets for
which the participants were only allowed to perform a single
experiment. The distribution of performance with respect to
AUC and ALC are shown in Figure 2. The results of the top
ranking teams for each final dataset are found in Table III.



We encouraged the participants to enter results for multiple
datasets by exponential scaling of the prizes with the number
of wins. However, no team ended up winning on more than
one dataset. The remaining prize money has been used to
provide travel grants to encourage the winners to attend
the workshop. For those participants who entered results on
all 6 datasets, we performed a global ranking according to
their average rank on the individual datasets. The overall
winner by average rank (average rank 4.2) is the Intel team
(Alexander Borisov and Eugene Tuv), who already ranked
among the top entrants in several past challenges. The runner
up by average rank (average ranked 4.8) is the ROFU team
of National Taiwan University (Ming-Hen Tsai and Chia-
Hua Hu). Other members of this research group headed by
Chin en Lin have also won several previous machine learning
challenges. The next best ranking teams are IDE (average
rank 5.7) and Brainsignals (average rank 6.7). The team
TEST (Zhili Wu) made entries on only 5 datasets, but did
also very well (average rank 6.4).

The winning team (Intel) used a probabilistic version of
the query-by-committee algorithm [18] with boosted Random
Forest classifiers as committee members [19]. The batch
size was exponentially increasing, disregarding the estimated
model error. Some randomness in the selection of the samples
was introduced by randomly sampling examples in a set
of top candidates. No use was made of unlabeled data.
This technique generated very smooth learning curves and
reached high levels of accuracy for large numbers of training
samples. The total run time on all development datasets on
one machine is approximately 6-8 hours depending on model
optimization settings. The method does not require any pre-
processing, and naturally deals with categorical variables
and missing values. The weakness of the method is at the
beginning of the learning curve. Other methods making use
of unlabeled data perform better in this domain.

The runner up team (ROFU) used Support Vector Ma-
chines (SVMs) [20] as a base classifier and a combination of
uncertainty sampling and query-by-committee as the active
learning strategy [21]. They made use of the unlabeled
data [22, 23] and avoided sampling points near points already
labeled. No active learning was performed on dataset B and
E (inferring from the development dataset results that active
learning would not be beneficial for such data). The method
employed for learning from unlabeled data must not have
been very effective because the results at the beginning of
the learning curve are quite poor on some datasets (dataset
C and F), but the performance for a large number of labeled
examples are good. The authors report that using SVMs is
fast so they could optimize the hyper-parameters by cross-
validation.

Several participants found that uncertainty sampling and
query-by-committee, without introducing any randomness
in the selection process, may perform worse than random
sampling. Query by committee performs better than uncer-
tainty sampling both in randomized and non-randomized
settings. Techniques for pro-actively sampling in regions

TABLE III
RESULT TABLES FOR THE TOP RANKING TEAMS.

Dataset A
Team AUC (Ebar) ALC
Flyingsky 0.8622 (0.0049) | 0.6289
IDE 0.9250 (0.0044) | 0.6040
ROFU 0.9281 (0.0040) | 0.5533
JUGGERNAUT 0.8977 (0.0036) | 0.5410
Intel 0.9520 (0.0045) | 0.5273
Dataset B
Team AUC (Ebar) ALC
ROFU 0.7327 (0.0034) | 0.3757
IDE 0.7670 (0.0038) | 0.3754
Brainsignals 0.7367 (0.0043) | 0.3481
TEST 0.6980 (0.0044) | 0.3383
Intel 0.7544 (0.0044) | 0.3173
Dataset C
Team AUC (Ebar) ALC
Brainsignals 0.7994 (0.0053) | 0.4273
Intel 0.8333 (0.0050) | 0.3806
NDSU 0.8124 (0.0050) | 0.3583
IDE 0.8137 (0.0051) | 0.3341
MUL 0.7387 (0.0053) | 0.2840
Dataset D
Team AUC (Ebar) ALC
DATAMIN 0.9641 (0.0033) | 0.8610
Brainsignals 0.9717 (0.0033) | 0.7373
ROFU 0.9701 (0.0032) | 0.6618
TEST 0.9623 (0.0033) | 0.6576
TUCIS 0.9385 (0.0037) | 0.6519
Dataset E
Team AUC (Ebar) ALC
DSL 0.8939 (0.0039) | 0.6266
ROFU 0.8573 (0.0043) | 0.5838
IDE 0.8650 (0.0042) | 0.5329
Brainsignals 0.9090 (0.0039) | 0.5267
Intel 0.9253 (0.0037) | 0.4731
Dataset F
Team AUC (Ebar) ALC
Intel 0.9990 (0.0009) | 0.8018
NDSU 0.9634 (0.0018) | 0.7912
DSL 0.9976 (0.0009) | 0.7853
IDE 0.9883 (0.0013) | 0.7714
DIT Al 0.9627 (0.0017) | 0.7216

with low densities of labels were reported not to yield
significant improvements. Ensemble methods combined with
query-by-committee active learning strategies yielded smooth
learning curves. Good performances for very small number
of examples (< 100) were achieved only by teams using
semi-supervised learning strategies.

A more detailed analysis of the challenge results is pro-
vided in [17].

VI. CONCLUSIONS

The accumulation of massive amounts of unlabeled data
and the cost of labeling have triggered a resurgence of inter-
est in active learning. However, prior to this challenger, the
newly proposed methods had never been evaluated in a fair
contest. The challenge we organized for WCCI 2010 stimu-
lated research in the field and delivered a comparative study
free of “inventor bias”. The analysis of the results reveals a



number of findings, which will need to be further validated
by systematic experiments, in particular: the effectiveness
of query-by-committee compared to uncertainty sampling;
the benefit of introducing some degree of randomization in
sampling; the edge obtained by combining active learning
with semi-supervised learning (making use of unlabeled data)
for the regime of small number of labeled examples (< 100).
This challenge made use of our newly developed “virtual
lab”, which allows us to design interactive challenges in
which the participants may query data generating processes.
Having validated this methodology, this challenge opens
the door to designing more advanced experimental design
challenges in future.
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