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Abstract. Machine learning indicates methods and algorithms which
allow a model to learn a behavior thanks to examples. Active learning
gathers methods which select examples used to build a training set for the
predictive model. All the strategies aim to use the less examples as possi-
ble and to select the most informative examples. After having formalized
the active learning problem and after having located it in the literature,
this article synthesizes in the first part the main approaches of active
learning. Taking into account emotions in Human-machine interactions
can be helpful for intelligent systems designing. The main difficulty, for
the conception of calls center’s automatic shunting system, is the cost of
data labeling. The last section of this paper propose to reduce this cost
thanks to two active learning strategies. The study is based on real data
resulting from the use of a vocal stock exchange server.

1 Introduction

Active learning methods come from a parallel between active educational meth-
ods and learning theory. The learner is from now a statistical model and not
a student. The interactions between the student and the teacher correspond
to the opportunity (possibility) to the model to interact with a human expert.
The examples are situations used by the model to generate knowledge on the
problem.

Active learning methods allow the model to interact with its environment
by selecting the more “informative” situations. The purpose is to train a model
which uses as litle as possible examples. The elaboration of the training set is
done in interaction with a human expert to maximize progress of the model. The
model must be able to detect the more informative examples for its learning and
to ask to the expert: “what should be done in these situations”.

The purpose of this paper is to present two main active learning approaches
found in the state of the art. These approaches are presented in a generic way
without considered a kind of model (the one which learns using examples deliv-
ered by the expert after every of its requests). Others approaches exist but they
are not presented in this paper although references are given for the reader who
would be interested in.



The next section of this paper introduce the topic, formalize active learning in
a generic way and establish mathematical notations used. The aim of this section
is to place active learning among others statistical learning methods (supervised,
unsupervised...). The fourth section presents in details two main active learning
approaches. These two strategies are then used in the fifth section on a real
problem. Finally the last section is a discussion on question open in this paper.

2 Active Learning

2.1 General remarks

The objective of statistical learning (unsupervised, semi-supervised, supervised!)
is to “inculcate” a behavior to a model using observations (examples) and a
learning algorithm. The observations are points of view on the problem to be
resolved and constitute the learning data. At the end of the training stage the
model has to generalize its learning to unseen situations in a “reasonable” way.
For example let’s imagine a model which try to detect “happy” and “unhappy”
people from passport photo. If the model realizes good predictions for unseen
people during its training stage then the model correctly generalize.
Characteristics of used data change depending on the learning mode. Un-
supervised learning is a method of machine learning where a model is fit to
observations. It is distinguished from supervised learning by the fact that there
are no a priori outputs on data. The learner has to discover itself correlations
between examples which are shown to it. In case of the example above (“happy”
/ “unhappy” people), the model is trained using passport photos deprive of label
and has no indication on what we try to make it learn. Among unsupervised
learning methods one finds clustering methods [2] and association rules methods
Semi-supervised learning [4] is a class of techniques that makes use of both
labeled and unlabeled data for training; typically a small amount of labeled data
and a large amount of unlabeled data. Among possible utilization of this learning
mode, we could distinguish (i) semi-supervised clustering which tries to group
similar instances but using information given by the small amount of labeled
data [5] and (ii) semi-supervised classification [6] which is based first on labeled
data to elaborate a first model and then unlabeled data to improve the model.
Supervised learning is a machine learning technique for creating a function
from training data. The training data consist of pairs of input objects (typically
vectors), and desired outputs. The output of the function can be a continuous
value (called regression), or can predict a class label of the input object (called
classification). The task of the supervised learner is to predict the value of the
function for any valid input object after having seen a number of training exam-
ples (i.e. pairs of input and target output). In case of the illustrative example
above, examples would be passport photos associated to labels “happy” or “un-

happy”.

! Reinforcement learning is not presented here, reader interested could read [1]



At last, active learning, as the name suggests, is a type of learner which is
less passive than the others described above. This strategy allows the model to
construct its own training set in interaction with a human expert. The learn-
ing starts with few desired outputs (class labels for classification or continuous
value for regression). Then, the model selects examples (without desired out-
puts) that it considers the more informative and asks to the human expert their
desired outputs. In case of the illustrative example, the model asks class labels
of passport photos presented to the human expert. In this paper, we restrict
active learning to classification but it is obvious that our presentation of active
learning strategies can be transpose for regression.

Active learning is different from all others learning methods because it inter-
acts with its environment; the examples are not randomly chosen. Active learning
strategies allow the model to learn faster (the learner rich the best performances
using less data) considering first the more informative examples. This approach
is more specifically attractive when data are expensive to obtain or to label.

2.2 Two possible scenarios

The distinction between raw data and data descriptors (which are associated) is
important. In the illustrative example above, the raw data are passport photos
and the data descriptors are attributes describing the photos (pixel, luminosity,
contrasts, etc.). The model makes the prediction of the class “happy” or “un-
happy” to every vector of descriptors. The elaboration of descriptors from raw
data is not always bijective; sometimes it is impossible to compose raw data us-
ing list of descriptors. Adaptive sampling and selective sampling, which are the
two main scenarios to set active learning [7], use respectively “data descriptors”
and “raw data”.

In the case of adaptive sampling [8] the model requires of expert labels
corresponding to vectors of descriptors. The model is not restricted and can ex-
plore all the space of variations of the descriptors, searching area to be sampled
more finely. Adaptive sampling can pose problem in its implementation when it
is difficult to know if the vectors of descriptors (generated by the model) have
a meaning with respect to the initial problem. Let us suppose that the model
requires the label associated with the vector [10,4, 5..., 12]. Does this vector cor-
respond to a set of descriptors which represent a passport photo, a human face
photo, a flower or something else?

In the case of selective sampling [9], the model observes only one restricted
part of the universe materialized by training examples stripped of label. Con-
sequently, the input vectors selected by the model always correspond to a raw
data. The image of a “bag”™ of instances for which the model can ask labels
associated (to the examples in the bag) is usually used. The model requires the
label associated with the vector [10,4,5...,12] which corresponds to a passport
photo.



Emotion detection is a problem where it is easy to obtain a great number
of unlabeled examples and for which labeling is expensive. Therefore, from now
the point of view of selective sampling is only considered. In practice, the choice
of selective or adaptive sampling depends primarily on the applicability where
the model is authorized, or not, “to generate” new examples.

2.3 Notations

M € M is the predictive model which is trained thanks to an algorithm L.
X C R"™ represents all the possible input examples of the model and z € X is a
particular examples. Y is the set of the possible outputs (answers) of the model;
y € Y a class label? related (associated) to x € X.

During its training, the model observes (see Figure 1) only one part & C X
of the universe. The set of examples is limited and the labels associated to these
examples are not necessarily known. The set of examples where the labels are
known (at a step of the training algorithm) is called L, and the set of examples
where the labels are unknown is called U, with ® = U, UL, and U, N L, = (.

The concept which is learned can be seen as a function, f : X — Y, with f(z1)
is the desired answer of the model for the example x1 and f: X — Y the obtained
answer of the model; an estimation of the concept. The elements of L, and the
associated labels constitute a training set 7. The training examples are pairs of
input vectors and desired labels such as (z, f(z)) : Vo € L, (z, f(x)) € T.

fX—=Y
L e

Fig. 1. Notations

2 . . . . .
The word “label” is used here for a discrete value in classification problems or a
continuous value in regression problems.



3 Active Learning Methods

3.1 Introduction

The problem of selective sampling was posed formally by Muslea [10] (see Algo-
rithm 1). It uses an utility function, Utility(u, M), which estimates the utility of
an example u for the training of the model M. Thanks to this function, the model
presents to the expert examples for which it hopes the greatest improvement of
its performances.

The Algorithm 1 is generic insofar as only the function Utility(u, M) must
be modified to express a particular active learning strategy. How to measure the
interest of an example will be discuss now.

Counsidering:

e M a predictive model provided with a training algorithm £

e U, et L, the sets of examples respectively not labeled and labeled

e n the desired number of training examples

e T the training set with |T]| < n

o U : X x M — R the function which estimates the utility of an example for
the training of the model

Repeat
(A) Train the model M thanks to £ and T (and possibly Uy).
(B) Look the example such as ¢ = argmazvcv, U(u, M)
(C) Withdraw ¢ of U, and ask the label f(q) to the expert.
(D) Add g to L, and add (q, f(q)) to T’

until ||T|| <n

Algorithm 1: Selective sampling, Muslea 2002

3.2 Uncertainty sampling

Uncertainty sampling is an active learning strategy [11,12] which is based on
confidence that the model has in its predictions. The model used must be able
to estimate the reliability of its answers, to provide the probabilities, y;, to
observe each class (j) for an examples w. Thus the model can make a prediction
choosing the most probable class for u. The choice of new examples to be labeled
proceeds in two steps:

e the model available at the iteration ¢ is used to predict the labels of the
unlabeled examples;
e examples with the more uncertain prediction are selected.

The uncertainty of a prediction can also be defined using a threshold of
decision. For example (see Figure 2) if the model gives answers between 0 and 1



a threshold is defined to take a decision and say which examples will be classified
0 and those which will be classified 1. The closer an answer of the model is to
the threshold of decision, the more uncertain is the decision.

This first approach has the advantage to be intuitive, easy to implement and
fast. The uncertainty sampling shows its limits however when the problem to be
solved is not separable by the model. Indeed, this strategy will tend to select
the examples to be labeled in mixture zones, where there is nothing any more
to learn.

— Bondary
..... Level sets
Data of classe 1
Data of classe 0
< Unlabeled data

Fig. 2. A binary classification problem: the boundary plotted represents the threshold
of decision. Level sets are plotted too and their distances from the boundary lines indi-
cate the uncertainty. Unlabeled data close to the boundary line are the more uncertain
and will be selected to be labeled by the expert.

3.3 Risk reduction

The purpose of this approach is to reduce the generalization error, E(M), of the
model [13]. It chooses examples to be labeled so as to minimize this error. In
practice this error cannot be calculated because the distribution of the examples,
X, is unknown. However it can be write, at an iteration ¢, using a loss function
(Loss(M?, x)) which evaluates the error of the model for a given example z € X
such as:

E(Mt):/xﬁoss(./\/lt,x)P(:zr)da:

The same model at the next iteration ¢ + 1 is defined as: M’E:Ol_yo). This
model takes into account a new training example: (2, y°). For real problems, the
output of the model y° is unknown since x° is a not labeled data. To estimate the
generalization error at t+1, all the possibilities of the Y set have to be considered

and to be balanced using their probability to be observed. The generalization



error expected is therefore:
ML) // (y|x® Loss(./\/l’z;} , ) P(x)dxdy

This strategies selects the example ¢ which minimizes E(MXE!). Once la-
beled, this example is incorporated to the training set. Step by step this proce-
dure tries to elaborate an optimal training set.

Nicholas Roy [9] shows how to bring this strategy into play since all the
elements of X are not known. He uses an uniform prior for P(x) which gives :

1Ll
~ 1
E(M") = L Z Loss(M", z;)

This strategy, where different loss functions can be used, is summarized in
the algorithm 2. The model is, for all examples i, trained several times (||Y]]

times), to estimate E(Mz;rly ). The example ¢ which minimizes the expected

loss function (E (MtH)) will be incorporated in the training set.

Considering:

e M a predictive model provided with a training algorithm £

e U, and L, the sets of examples respectively not labeled and labeled

e n the desired number of training examples

e T the training set with |T]| < n

e Y the label set which can be given to the examples of U,

e Loss: M — R the generalization error

o &rr : Uy x M — R the expected generalization error for the model M
trained with an additional example, T'U (x4, f(z:))

Repeat
(A) Train the model M thanks to £ and T'
For all examples x; € U, do
For all label y; € Y do
i) Train the model M, ; thanks to £ and (T'U (x4,y;))
ii) Compute the generalization error E(Mﬁ;rllyy]))
end For
Compute the generalization error

E(Mgcirl) = ZijY (M&ly *)) P(y;la:)
end For N
(B) Look for the example ¢ = argminucv, E(ML)
(C) Withdraw q of U, ans ask the label f(g) to the expert.
(D) Add g to L, and add (q, f(q)) to T’
until ||T|| <n

Algorithm 2: Apprentissage actif “optimal”, de Nicholas Roy 2000



A example of use of this strategy is presented in [14] where X. Zhu estimates
the generalization error (E(M)) using the empirical risk:

N
E(M) =RM) = Z Z s £y PWilln) P(ln) with 1, € L,

n=1y;eY

where f is the model which estimates the probability that an example belong
to a class (a Parzen window [15] in [14]), P(y;|l,) the real probability to observe
the class y; for the example [, € L., 1 the indicating function equal to 1 if
f(ln >) # y; and equal to 0 if not. Therefor R(M) is the sum of the probabilities
that the model makes a bad decision on the training set (L,,).

Using an uniform prior to estimate P(l,,):

N
~ 1 ~
RM) =530 > Loz Plyslin)

n=1 y; €Y

The expected cost for any single example u (u € U,) added to the training
set (for binary classification problem) is then:

RM*Y) = Z P(yj|u) RIMT 49 with u € U,

y; €Y

3.4 Discussion

Both strategies described above are not the only ones which exist. The reader
can see a third main strategy which is based on Query by Committee [16,17]
and a fourth one where authors focus on a model approach to active learning in
a version-space of concepts [18 20].

4 Application of active learning to detection of emotion
in speech

4.1 Introduction

Thanks to recent techniques of speech processing, many automatic phone call
centers appear. These vocal servers are used by customers to carry out various
tasks conversing with a machine. Companies aim to improve their customer’s
satisfaction by redirecting them towards a human operator, in the event of diffi-
culty. The shunting of unsatisfied users amounts detecting the negative emotions
in their dialogues with the machine, under the assumption that a problem of di-
alogue generates a particular emotional state in the subject.

The detection of expressed emotions in speech is generally considered as a
supervised learning problem. The detection of emotions is limited to a binary
classification since taking into account more classes rises problem of the objectiv-
ity of labeling task [21]. The acquisition and the labeling of data are expensive
in this framework. Active learning can reduce this cost by labeling only the
examples considered to be informative for the model.



4.2 Characterization of data

This study is based on a previous work [22] which characterizes vocal exchanges,
in optimal way, for the classification of expressed emotions in speech. The objec-
tive is to control the dialogue between users and a vocal server. More precisely,
this study deals the relevance of variables describing data, according to the de-
tection of emotions.

The used data result from an experiment involving 32 users who test a stock
exchange service implemented on a vocal server. According to the users point of
view, the test consists in managing a virtual wallet of stock options, the goal is
to realize the strongest profit. The obtained vocal traces constitute the corpus
of this study: 5496 “speech turns” exchanged with the machine. Speech turns
are characterized by 200 acoustic variables, describing variations of the sound
intensity, variations of voice height, frequency of elocution... etc. Data are also
characterized by 8 dialogical variables describing the rank of a speech turn in
a given dialogue (a dialogue contains several speech turn), the duration of the
dialogue... Each speech turn is manually labeled as carrying positive or negative
emotions.

The subset of the most informative variables with respect to the detection of
expressed emotions in speech is given thanks to a naive Bayesian selector [23].
At the beginning of this process (the selection of the most informative variables),
the set of attributes is empty. The attribute which most improves the predictive
quality of the model is then added at each iteration. The algorithm stops when
the addition of attributes does not improve any more the quality of the model.
Finally, 20 variables were selected to characterize vocal exchanges. In this article,
used data result from the same corpus and from this previous study. So, every
speech turnis characterized by 20 variables.

4.3 The choice of the model

The large range of models able to solve classification problems (and sometimes
the great number of parameters useful to use them) may represent difficulties
to measure the contribution of a learning strategy. A Parzen window, with a
Gaussian kernel [15], is used in experiments below since this predictive model
uses a single parameter and is able to work with few examples. The “output” of
this model is an estimate of the probability to observe the label y; conditionally
to the instance u:

N
Zn:l ]]'{f(ln):yj} K(U, l")

P(?JJ'“) = ZNf K(u ! )

avec lp, € Ly etu e U, UL, (1)

where )
lu=tnll
K(u,l,) =¢ 2
The optimal value (62=0.24) of the kernel parameter was found thanks to
a cross-validation on the average quadratic error, using the whole of available



training data [24]. Thereafter, this value is used to fix the Parzen window pa-
rameter. The results obtained by this model (using the whole of training data)
are similar with the previous results obtained by a naive Bayesian classifier [22].
Consequently, Parzen windows are considered satisfying and valid for the follow-
ing active learning procedures. Kernel methods and closer neighbors methods
are usually used in classification of expressed emotions in speech [25].

The model must be able to assign a label f(u) to an input data u, so a
decision threshold noted 7h(L,) is calculated at each iteration. This threshold
minimizes the error of the model® on the available training set. The label at-
tributed is f(u,) = 1 if {P(y1|un) > Th(L,)}, else f(u,) = 0. Since the single
parameter of the Parzen window is fixed, the training stage is reduced to count
instances (within the meaning of the Gaussian kernel). The strategies of exam-
ples selection, without being influenced by the training of the model, are thus
comparable.

4.4 Used Active Learning strategies

Two Active learning strategies are considered in this paper; the active learning
strategy which tries to reduce the generalization error of the model and the
strategy consists in selecting the instance for which the prediction of the model
is most uncertain have been tested.

For the first strategy the Parzen window estimates P(y;|l,,). The empirical
risk is approximated adopting a uniform a priori on the P(l,,). The purpose is
to select the unlabeled instance u; € U, which will minimize the risk of the
next iteration. R(M™"") the “ezpected” risk resulting from the labeling of the
instance u,, (iteration ¢ + 1) is estimated. Available labeled data are used to do
this estimation when the assumption f(u,) = y1 [resp f(u,) = yo] to estimate
R(Mt W)y fresp R(MT(unw0)) [ is done.

For the second strategy the uncertainty of a prediction is maximum when
the output probability of the model approaches the decision threshold.

Apart from these two active strategies, a “stochastic” approach which uni-
formly selects the examples according to their probability distribution is consid-
ered. This last approach play a role of reference used to measure the contribution
of the active strategies.

4.5 Results

The presented results come from several experiments on previous learning strate-
gies. Each experiment has been done five times*. At the beginning of the exper-
iments, the training set is only constituted by two examples (one positive and
one negative) selected randomly. At each iteration, ten examples are selected to

3 The used error measurement is the “Balanced Error Rate”, for more details see section
4.5

* the natches on the curves of the figure 3 correspond to 4 times the variance of the
results (£20).



be labeled and added to the training set. The considered classification problem,
here, is unbalanced: there are 92% of “positive or neutral” emotions and 8% of
“negative” emotions. To observe correctly the classification profits (when adding
labeled examples), the model evaluation is done using the area under ROC curve
(AUC) on the test set>. A ROC curve is calculated from the detection rate of

a single class. Consecently, we use the sum of the AUCs weighted by reference
class’s prevalence in the data.
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Fig. 3. Focus of the results on the test using [0:1200] training examples

The “risk reduction” is the strategy which maximizes the quality of the model
for a number of training examples in the range [2:100]. Between 100 and 700
the strategy based on uncertainty wins. After 600 training examples the three
strategies converge to the optimal AUC (Area Under Roc Curve).

The two active strategies allow obtaining faster than the random strategy the
optimal result (the optimal AUC is 0.84 using the whole training set). The use
of active learning is positive in this real problem. However the results obtained
raise questions which will detailed in the next section.

5 The test set include 1613 examples and the training set 3783 examples



5 Discussion and conclusion

This paper shows the interest of active learning for a field where acquisition and
labeling of data are particularly expensive. Obtained results show that active
learning is relevant for the detection of expressed emotions in speech. But what-
ever the strategy considered (even the two strategies evoked in section 3.4 but
not derailed in this paper) several question exist and can be raised:

— evaluation - The quality of an active strategy is usually represented by a
curve assessing the performance of the model versus the number of training
examples labeled (see Figure 3). The performance criterion used can take
several different ways according to the problem. This type of curve allows
only comparisons between strategies in a punctual way, i.e. for a point on
the curve (a given number of training examples). If two curves pass each
other (as in the Figure 3, it is impossible to determine if a strategy is better
than another (on the total set of training examples). The elaboration of
a criterion which measures the contribution of a strategy compared to the
random strategy on the whole data set should be interesting. This point will
be discussed in a future paper.

— test set - Active learning strategies are, often, used when data acquisition is
expensive. Therefore, in practice, a test set is not available (otherwise it can
be used to the training) and the evaluation of the model during a strategy
is difficult to implement.

— stopping criterion - The maximal number of examples to labeled, or an
estimation of the progress of the model, can be used to stop the algorithm.
This is very link to the use of a test set or the model employed. For example
in the Figure 3 the strategy based on the risk gives the same results when
15 examples have been labeled than results using all the available data.
In this case the cost using 15 examples and 600 will be not the same... A
good criterion should be independent of the model and of a test set. Actual
experiments (not yet published) will allow us to propose a criterion of this
type at the end of 2007.

— number of examples to be labeled : the state of the art seems to incor-
porate an only one example at each step of the strategy. But in real case the
expert is a human and when the model needs time to learn at each iteration
of the strategy this could be not efficient. Sometimes more than one example
must be incorporated. This aspect has been a litle bit studied in [26] but it
has to be more analyse in the future.

— uncertain environment - If an answer could be given to the points above
then active strategies could be used for on-line learning in an uncertain en-
vironment. For example to tag part of graph (graph here is social network).
When writing this paper we hope that this point will accepted and incorpo-
rated in a proposition sent to a French Project (and financed by the French
National Agency of Research (ANR)) grouping industrial and universities.

Generally, active learning strategies estimate the utility of training examples.
These criteria could be used for on-line training. The training set would be



consisted of the N examples the more “useful” seen until now (with N fixed).
This approach would be able to consider non stationary problems and it is able
to train a model which adapts itself to the variations of the observed system.

For the detection of expressed emotions in speech could be treated by a double
strategy reducing the cost linked to the data : (i) a variables selection allowing to
preserve only the necessary and sufficient characteristics for classification; (ii) an
examples selection allowing to preserve only useful instances for training. This
will be explored in future work.
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